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How are predictive and generative AI being integrated into
development and humanitarian practices?
What are the social, ethical, and operational challenges
arising from their use?
To what extent do these technologies contribute to—or detract
from—the achievement of SDGs?

Guiding questions



10 Takeaways
from the
Research

ps. How many baby ducks are in the photos?



· 2 · 3 · 4 · 5 · 6 · 7 · 8 · 9 · 10

We live in Polycrisis. 

1 

Multiple, interconnected crises—such as climate crisis, wars,
inequality, decline of democracy, and technological disruptions—
are happening simultaneously. 

AI systems do not emerge in vacuum. Their design, development
and deployment are deeply embedded in polycrisis, as well as
influenced by historical, cultural, and ideo-political contexts,
beliefs, and powers.

For development practitioners recognising this is crucial: AI is not
just (any) technology; AI is not a neutral technology; and, as a
socio-technical artefact, AI embeds politics. 
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When we displace AI from controlled environment to everyday
life (streets, schools, offices, etc.) its fragility emerges. 

The "wow effect" of AI is undeniable—it can recognize faces,
generate text, even beat humans at games.

But this same AI can fail catastrophically, leading to real-world
harm.

If AI struggles in urban environments, what happens when it’s
deployed in humanitarian settings—where life and death are at
stakes?

AI is magic. AI is fragile. 
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This research presents a preliminary taxonomy of AI in
humanitarian work, identifying: 

5 main categores
16 use cases
Nearly 30 real-world examples

But is AI truly helping those most in need? 
More research is needed to evaluate and collect independent
evidence whether AI-driven initiatives are genuinly supporting
those most in need. 

 
 

AI is already deeply
embedded in  Development
and Humanitarian work. 

1 2 3 



·   ·   ·   · 5 · 6 · 7 · 8 · 9 · 10

The definition of ‘AI for Good’ remains unclear, lacking reliable
benchmarks to measure real-world impact (Cowls et al., 2021).

Researchers propose using the SDGs as a framework (AI×SDGs) to
evaluate impact.

However, AI-driven projects are unevenly distributed across SDGs,
with some areas (health) receiving significant attention while others
(gender equality, justice, and governance) remain neglected.

Crucially, SDGs themselves have regressed in the last five years,
impacted by global crises such as COVID-19, wars, climate change,
and economic instability.

 
 

The “AI for Good” narrative is
overstated, dubious, and
problematic.
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For more than a decade but without much public awareness, AI-enabled
technologies have increasingly been used in education. Research into AI
in education (AIED) dates back over forty years. 

AIED goes far beyond generative AI—there are at least twenty-five
distinct categories of AIED, including: 

student-focused AIED (adaptive tutoring systems, support chatbots,
etc.); 
teacher-focused AIED (e.g. plagiarism detection, resource curation,
AI-driven assessments, etc.); 
institution-focused AIED (e.g.AI-assisted admissions, e-proctoring,
scheduling, security, etc.).

Despite advancements, there is no robust independent evidence at
scale for the efficacy, safety or positive impact of AI systems being used
in education (Holmes, 2023; Council of Europe, 2024). 

Education is more than
personalisation and learning.
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However, a mix of complementary technologies (satellite imagery
+ Machine Learning), open and diverse data, and local knowledge
can help expose inequalities and collect evidence for policy
change.  

 

Inequality is too complex to
be solved by AI alone. 
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Some of the areas where AI and ML may play role in addressing climate-related areas:
Climate Modelling, Prediction, and Disaster Forecasting
Monitoring and Conservation
Optimisation in energy and resource management
Urban sustainability and resilint city planning

But, the impact of AI in environment has high costs:
ChatGPT3 trained using a cluster of 10,000 Graphics Processing Units (GPU). 
ChatGPT4 trained on 25,000 GPUs.
ChatGPT5 rumored to use 50,000 GPUs.
Musk’s new x-AI data center 100,000 GPUs. 
A single rack of 72 Nvidia Blackwell GPUs will draw 120kW, or about as much as 300
European homes. 
AI data centers (for ML training) are estimated to be ~1GW range (and cost about 20
billion USD) 
AI inference data centers (for serving AI users) are estimated to be in the 100 million
MW range. 
2030 estimates: 5-15% of all electricity (in US).  (Tuomi, 2024)

 

The AI–Climate Dilemma: 
the Paradox of Paradoxes
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Credits: Dan McQuillan
 



Europe:
EU AI Act, European Commission (2024)
The Framework Convention on AI, the Council of Europe (2024)

United States:
Trump revoked Biden’s AI executive order, “Safe, Secure, and Trustworthy
Development and Use of Artificial Intelligence.”
Announced $500 billion ‘Stargate Project’ for AI infrastructure.

China: 
Implemented “Interim Measures for the Management of Generative AI
Services” to regulate public-facing GenAI models, during summer of 2023.

If the algorithms decide what opinion and expression enters the public sphere,
these algorithms become, de facto, regulation (Tuomi, 2025).
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If AI & algorithms are not governed,
they become the new government. 
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1. Democratisation of expertise and policymaking in times of AI
 Science is a crucial but not exclusive form of relevant knowledge. 
Whereas, excessive reliance on experts’ assessment might lead to depoliticisation and further distance of citizens from
political participation 
Towards the extended participation model of interaction between science, expertise and policy, where citizens are at the same
time (while to different degrees) users, critics and producers of knowledge. A plurality of perspectives is considered as
enhancing both procedural legitimacy (through inclusiveness) and quality of knowledge (through extended peer review). 

2. Six key recommendations:
Ethics by Design: Embed ethical standards in AI development & policymaking.
Contextual & Transdisciplinary AI Research: Support diverse, real-world AI applications.
Critical AI Literacy: Educate policymakers & citizens on AI’s implications.
AI Transparency & Fairness: Establish oversight bodies to prevent bias & discrimination.
Sustainable AI Development: Monitor & mitigate AI’s environmental impact.
Foresight & Anticipatory Analysis:  Use speculative design to prepare for AI’s future.

3. AI Hype-Reality Gap Model
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Reccomendations
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A practical tool that aims to help policymakers, practitioners,
and other stakeholders critically assess the discrepancy
between the expectations created by AI hype and the actual,
empirical and independent evidence and outcomes achieved
in real-world applications. 
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AI Hype-Reality Gap Model
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Recommendations



ron.salaj@unito.it 

 

 

Thank you!
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